1 Our List of Projects

• **Summation of Numerical Powers.** The discovery of closed formulas for discrete sums of numerical powers, motivated by application to approximations for solving area and volume problems in calculus, is probably the most extensive thread in the development of discrete mathematics, spanning the period from ancient Pythagorean interest in patterns of dots to the work of Euler on a general formula for discrete summations. Initial sources from classical Greek, Indian, and Arabic traditions include Archimedes’ [1] determination of the closed formula for a sum of squares, then Nichomachus, Aryabhata, and al-Karaji on sums of cubes, and al-Haytham on the sum of fourth powers. In the seventeenth century Fermat (1601–1665) [23] claimed that he could use the “figurate numbers” to solve this, “perhaps the most beautiful problem in all of arithmetic”. Fermat’s work was followed shortly by Pascal’s [54] extensive treatise on this topic, which produced the first explicit recursive formula for sums of powers in any arithmetic progression using binomial coefficients, and which can be proved by mathematical induction. Pascal writes “I will teach how to calculate not only the sum of squares and of cubes, but also the sum of the fourth powers and those of higher powers up to infinity”. This material will easily make several one-week projects at various levels, and is intended for courses in discrete mathematics and combinatorics, with PI David Pengelley as the primary author.

• **Summation of Powers, Bernoulli Numbers, and the Euler-Maclaurin Summation Formula.** Building on the previous project “Summation of Numerical Powers,” David plans to author upper-level projects on summations. In the early eighteenth century, in his treatise on the beginnings of probability theory, Jakob Bernoulli (1654–1705) [6] conjectured the general pattern in the coefficients of the closed-form polynomial solution to the summation problem, writing “Indeed, a pattern can be seen in the progressions herein, which can be continued by means of this rule”. Here he introduces the all-important Bernoulli numbers into mathematics; this will be explored in a project on conjecturing the general pattern, followed by a proof by mathematical induction. One or more further projects can pursue Euler’s [21] development of his general ‘summation formula’, which provided the first proof of Bernoulli’s conjecture. The Euler-Maclaurin summation formula also led to numerous other applications, including Euler’s solution of the Basel problem, that \( \sum_{i=1}^{\infty} \frac{1}{i^2} = \frac{\pi^2}{6} \), which greatly contributed to his fame. Paradoxically, although Euler’s summation formula almost always diverges, the method can provide arbitrarily accurate approximations to the correct answer, with Euler saying that he will sum the terms just “until it begins to diverge,” and “From this it is clear that, although the series . . . diverges, it nevertheless produces a true sum.” These projects will thus introduce students to so-called ‘asymptotic series,’ an important and subtle modern applied concept. The project is designed for courses in advanced discrete mathematics, combinatorics, and possibly numerical analysis. Primary author: PI David Pengelley.

• **Logic and Truth Tables.** Modern symbolic logic is based on a system of statements which are either true or false, and then concatenated into compound statements. Beginning with Gottfried Leibniz’s (1646–1716) pioneering quest for a universal symbolic language in *Dissertation on the Art*
of Combinatorics (Dissertatio de arte combinatoria) [26], Jerry will author a project that explores the notion of two-valued truth statements and their present-day formulation in truth tables and predicate logic. Key sources are George Boole’s (1832–1916) The Mathematical Analysis of Logic [7] and An Investigation of the Laws of Thought [8], where Boole states “All the operations of language, as an instrument of reasoning, may be conducted by a system of signs . . . . And these symbols of logic are in their use subject to definite laws, partly agreeing with and partly differing from the laws of Algebra” [8]. This will be compared with Augustus De Morgan’s (1808–1892) [19] use of symbols and their rules of composition, as well as informed by the influential work of Ludwig Wittgenstein (1889–1951) [67]. These pioneers’ description of logic will then be contrasted with that given in modern textbooks on discrete mathematics. The project is intended for introductory courses in discrete mathematics and combinatorics. Primary Author: PI Jerry Lodder.

- **Boolean Algebra and Discrete Structures.** Following decades in which algebra involved the study of equations, the nineteenth century witnessed a fundamental shift in focus as the structures underlying algebra became more central. This new focus on structure was especially characteristic of British mathematics in the late nineteenth century. In this project, the structure of an abstract boolean algebra will be developed within the context of the work of George Boole (1832–1916) [7, 8]. Unlike the Boole project proposed by Dr. Jerry Lodder, which will focus on the notion of two-valued truth statements, this project will focus on Boolean algebras as an example of a finite discrete algebraic structure. The project will draw primarily from Boole’s An Investigation of the Laws of Thought [7], where he attempts to “investigate the fundamental laws of those operations of the mind by which reasoning is performed; to give expression to them in the symbolical language of a Calculus, and upon this foundation to establish the science of Logic and construct its method.” In other words, Boole sought to develop a purely symbolic algebra of logic. Where needed to more fully develop the modern algebraic structure of a Boolean algebra, excerpts from other works by Boole, including his The Mathematical Analysis of Logic [8], and those of his immediate successors in the study of logic will be incorporated into the project. These include excerpts from the work of John Venn (1834–1923) [66], Hugh MacColl (1837–1909) [49], and C.S. Peirce (1839–1914) [57]. The project is designed for courses in discrete mathematics or abstract algebra. Primary Author: PI Janet Barnett.

- **Euclid’s GCD Algorithm : Recursion vs. Iteration.** The notion of recursion and recursive thinking plays an important role in computer science. For example, the divide-and-conquer paradigm for algorithm design is based critically on recursive thinking, and most problems solved via dynamic programming require recursive thinking. The notion of recursion and the use of recursive thinking for problem solving is introduced to the computer science majors very early in the standard computer science curriculum. Almost always, the notion of recursive thinking is introduced somewhat artificially, often simply announced, and without historical context. One classical example that is used to introduce recursion is Euclid’s Algorithm to compute the greatest common divisor (GCD) of two integers. The so-called Euclidean algorithm is typically presented as either of the two procedures:

\[
\begin{align*}
I. \quad \text{GCD}(a,0) &= 1 \\
\text{GCD}(a,b) &= \text{GCD} \left(a, b \mod a\right) \text{ if } a \leq b \\
\text{GCD}(a,b) &= \text{GCD}(b,a) \text{ if } a > b
\end{align*}
\]

\[
\begin{align*}
\text{II. GCD}(a,0) &= 1 \\
\text{GCD}(a,b) &= \text{GCD}(a,b-a) \text{ if } a \leq b \\
\text{GCD}(a,b) &= \text{GCD}(b,a) \text{ if } a > b
\end{align*}
\]

Was either of these really Euclid’s algorithm? Could Euclid be one of the first people to think “recursively” about solving a problem? We intend to develop a project based on Proposition 2 of Book VII of Euclid’s Elements [20], written around 300 B.C.E., where he presents his algorithm “to find the greatest common measure of two given numbers not relatively prime” and its important corollary that “if a number measures two numbers, then it also measures their greatest common measure.” The project will explore if Euclid’s algorithm was recursive or iterative and how these two ways of thinking are related. It will also explore further the issues of computational efficiency of the methods resulting from these two different ways of thinking about the GCD problem. The project is designed for introductory courses in discrete mathematics and computer programming. Primary Author: Senior Researcher Desh Ranjan.
• **Induction and Recursive Thought.** A proof method that is intimately related to recursive thinking is the method of mathematical induction, often being difficult for undergraduate students to comprehend and master. Working with Dr. David Pengelley, Desh will devise projects that explore the history of “inductive proofs” and help students think of proof by induction as a natural proof method. In particular, we would like to develop integrated projects that involve use of inductive proofs to prove the correctness of recursive procedures. A historical source that seems intriguing and ripe for use in these projects is Dedekind’s 1888 paper “Was sind und was sollen die Zahlen?” (translated as “The Nature and Meaning of Numbers”) [18]. In this essay, where Dedekind (1831–1916) strives to “lay a foundation for the part of logic that deals with the theory of numbers,” Dedekind argues for accepting the method of defining a function by induction. In the preface to the first publication of this essay, Dedekind says “As such main points I mention . . . the proof that the form of argument known as complete induction (or the inference from \( n \) to \( n + 1 \)) is really conclusive and that therefore the definition by induction (or recursion) is determinate and consistent.” This should bring forth the intimate connection between recursion and induction. It will also be interesting to see how recursive definitions came to play a central role in the theory of computing and in this respect Turing’s and Church’s original papers [65, 12] are interesting sources. Finally, Desh plans a project around the integration of recursion as an explicit construct in modern programming languages. The projects are authored for introductory to intermediate courses in discrete mathematics and computer programming. Primary Author: Senior Researcher Desh Ranjan.

• **A History of Sorting: The Emergence of Quicksort.** Sorting is the fundamental algorithmic problem in computer science, being the first step in solving many other algorithmic problems. Donald Knuth, author of *The Art of Computer Programming* [45], wrote: “I believe that virtually every important aspect of programming arises somewhere in the context of searching or sorting.” Inna plans to investigate the origins of sorting algorithms, their roots in discrete mathematics, and author historical projects on sorting. The starting point is the book by Knuth, which discusses the history of sorting from the nineteenth century, when the first machines for sorting were invented. One of the projects would be on Quicksort, constructed by Tony Hoare in 1960. When Hoare became a programmer with a small computer manufacturer, his first task was to implement a sorting routine based on the best then-known algorithm (Shellsort). Hoare “greatly enjoyed the challenge of maximizing efficiency” and when he told his boss that he had invented a sorting method that would usually run faster than Shellsort, the boss bet him sixpence that he had not. Hoare won his bet. Quicksort is a comparison sort which is significantly faster in practice than other comparison sorting algorithm. Sedgewick in his paper “Implementing Quicksort programs” [62] presented “a practical study of how to implement the Quicksort sorting algorithm and its best variants on real computers”. Sedgewick’s paper is easy to read and can serve as an historical source for a project. The main idea of the project would be to experimentally verify results of Sedgewick by implementing the original and optimized versions of Quicksort and comparing the implementations. In an optimization, an explicit stack is used to remove the recursion. Therefore, the project will allow students to master Quicksort, practice their programming and program optimization skills, and use stack data structure. It can also be used to illustrate running time complexity of Quicksort obtained when analyzing the algorithm. The project is designed for courses in data structures, computer programming, algorithms. Primary Author: PI Inna Pivkina.

• **History of Coding and Huffman Codes.** Codes have been used since ancient times. One of the famous examples of a code is a quote from Wadsworth Longfellow’s poem: “One if by land, two if by sea.” This was a signal to Paul Revere on April 19, 1775, during the American Revolution about how the British would attack. Another well-known code is Morse code, invented in the mid-1830s for use in telegraphy. In Morse code, shorter codewords are used for letters such as ‘e’ and ‘t’ which are more common in English. This reduces the amount of data needed for transmission which is a goal of data compression. Researchers have sought to devise an optimal (or minimum-redundancy) coding, that is, a coding which would yield the lowest possible average message length. In 1949 Claude Shannon and Robert Fano developed a systematic method to assign codewords based on probabilities of blocks [63]. However, their coding was not optimal, but only approached the optimal behavior. In 1951, Robert
Fano, a professor at MIT, assigned to his information theory students a term paper on the problem of finding the most efficient code. One of the students, David Huffman, devised an optimal method and by doing so exceeded his professor. In 1952 Huffman published a paper describing his “optimum method of coding an ensemble of messages consisting of a finite number of members” [36]. A Huffman code is a technique for compressing data allowing for savings of 20 to 90 percent, depending on the data being compressed. The data structures used in constructing these codes are priority queues and binary trees. Huffman codes are an example of prefix codes, where no codeword is a prefix of some other codeword. The proposed work includes researching the history of prefix codes, historical roots of codes in mathematics, and authorship of projects on coding algorithms. The project is designed for courses in data structures and the analysis of algorithms. Primary author: PI Inna Pivkina.

- Networks and Spanning Trees. Trees arise today in computer science as those graphs with the least number of edges that connect a given set of vertices. In this project the development of the idea of a tree is studied from the original paper of Heinz Prüfer (1896–1934) “A New Proof of a Theorem on Permutations,” in 1918 [58]. Prüfer introduces the notion of a graph network to describe a net of railway connections between $n$-many towns in which the least possible number of connections is used, and describes several properties of this network which today have been realized as theorems about trees. Furthermore, he counts all such networks, calling the various possibilities “permutations,” which in fact enumerate all labeled trees with $n$ vertices. The project will explore Prüfer reduction of the railway problem to a combinatorial question about what today are called graphs, and investigate properties of trees identified by Prüfer. The module is designed for courses covering graph theory, trees, and minimal spanning trees. Primary Author: PI Jerry Lodder.

- Program Correctness. One of the greatest accomplishments in computer science has been the development of scientific principles for reasoning about program correctness [50]. Many textbooks in algorithm design discuss correctness briefly, mostly focusing only on the concept of loop invariants. In Robert Floyd’s landmark 1967 paper [24], program correctness is initially considered for flowchart programs. In this project, the students will first analyze in detail the correctness of a flowchart program taken from Floyd’s paper. Next, they are asked to apply the same proof ideas to argue the correctness of an assembly program (whose structure resembles closely a flowchart program) that computes the integer square root of a number. A challenging task is to establish the correctness proof of a Quicksort implementation [25]. Projects of various difficulty levels will be written for the study of program correctness, one focusing on the basic ideas of a correctness proof, another developing flowchart and assembly programs, and a third exploring high level programming language constructs. Emphasis is on the “sets of axioms and rules of inference which can be used in proofs of the properties of computer programs” [35], and the “basis for formal definitions of the meanings of programs in appropriately defined programming languages, in such a way that a rigorous standard is established for proofs about computer programs, including proofs of correctness, equivalence, and termination” [24]. The projects are designed for advanced undergraduate courses in the analysis of algorithms. Primary Author: PI Hing Leung.

- Arthur Cayley and Group Theory. The seeds of group theory can be seen in several early nineteenth century mathematical developments. The common features of these apparently disparate developments were first explicitly recognized in an 1854 paper [10] by Arthur Cayley (1812–1895). As Cayley noted, “The idea of a group as applied to permutations or substitutions is due to Galois, and the introduction of it may be considered as marking an epoch in the progress of the theory of algebraical equations.” Extending this notion, Cayley defined a group to be any (finite) system of symbols subject to certain algebraic laws, and illustrated this definition by contrasting the “system of roots of this symbolic equation $\theta^n = 1$” with “the system of roots of the ordinary equation $x^n - 1 = 0$.” Following a demonstration of how “the distinction between [these two systems] presents itself in the very simplest case, $n = 4$,” Cayley proceeded to classify all groups up to order seven. While focusing on the classification of arbitrary groups and their properties, Cayley did not neglect to motivate this abstraction through references to specific nineteenth century appearances of the group concept. These include a reference to the theory of elliptic functions, about which Cayley remarked that “systems of this form are of frequent occurrence in analysis, and it is only on account of their extreme simplicity.
that they have not been expressly remarked." In this project, students will thus witness the process and power of mathematical abstraction as played out in Cayley’s article. This project will also draw out several important theorems of finite group theory as students work through and elaborate on the details of Cayley’s classification of groups of small order. The project is designed for courses in discrete mathematics and abstract algebra that examine the application of finite groups to coding theory. Primary Author: PI Janet Barnett.

- **Regular Languages and Finite Automata.** In 1943, McCulloch and Pitts published a pioneering treatise [51] on a model for the behavior of the nervous systems. Following up on this work, Kleene wrote the first paper in 1956 [43] on finite automata, the simplest machine model in that the machine has a finite number of possible internal states. In Kleene’s historical paper [43], the finite automata model was not proposed without precedent. A substantial portion of the paper was written in the study of McCulloch-Pitts nerve nets. As stated by Kleene “we are investigating McCulloch-Pitts nerve nets only partly for their own sake as providing a simplified model of nervous activity, but also as an illustration of the general theory of automata, including robots, computing machines and the like” [43]. In the project, we follow Kleene’s approach to the study of McCulloch-Pitts nerve nets as special cases of finite automata. We also study Kleene’s definition of regular events (languages), and see how he reached the conclusion “By using the notion of regular events, we thus demonstrate that a McCulloch-Pitts nerve net can represent any event which any other kind of finite digital automaton can represent.” The project is designed for undergraduate courses in automata theory or the theory of computation. Primary Author: PI Hing Leung.

- **Gödel’s Completeness Theorem.** Kurt Gödel’s (1906–1978) name is so much attached to his Incompleteness Theorems that often his other (rather numerous and important) contributions are overlooked. Among those one of the most important is Gödel’s Completeness Theorem, which connects the syntactic notion of consistency with the semantic notion of satisfiability. The Completeness Theorem was the main topic of Gödel’s Ph.D., and he published a version of the proof in 1930 [27], one year before his world famous Incompleteness Theorems [28]. Our modern day curriculum teaches Gödel’s Completeness Theorem using a different technique, developed by Leon Henkin (1921–2006) [33, 34] two decades after Gödel’s original proof. The aim of this project is to perform a comparative study of these two beautiful proofs of the Completeness Theorem, through which we hope to convey a better understanding of why every consistent set of first-order formulas has a model. We will give a careful definition of consistency and satisfiability, and show how, using only syntactic means, we can construct a model that will satisfy a given consistent set of first-order formulas. The project is designed for courses in logic and foundations of mathematics. Primary Author: PI Guram Bezhanishvili.

- **Peano Arithmetic.** The formal development of arithmetic goes all the way back to ancient Greek mathematics. However, the modern theory of arithmetic was only developed in the second half of the nineteenth century with the work of Hermann Grassmann (1809–1877), Richard Dedekind (1833–1916), and Gottlob Frege (1848–1925). But it was not until Giuseppe Peano’s (1858–1932) treatise “Arithmetices principia, nova metodo exposita” (The principles of arithmetic, presented by a new method) [55, 56] that the axiomatic theory of arithmetic was devised as we know it today. Peano, alongside Frege and Bertrand Russell (1872–1970), is considered one of the major figures in the foundations of mathematics at the end of the nineteenth and the beginning of the twentieth century. In fact, the great Russell considers meeting Peano “a turning point of my intellectual life” [42]. It is not widely known that most of the modern set theoretic and logical notation, including the symbol ∈ for membership relation, originated in the work of Peano. We plan to design a project on Peano Arithmetic based on the 1889 original historical source by Peano [55]. We will study the first-order axiom scheme of mathematical induction, define addition and multiplication recursively, and derive their main properties, such as commutativity, associativity, and distributivity, using the scheme of mathematical induction. The project is designed for courses in logic and foundations of mathematics. During the Fall Semester of 2006, Guram authored and classroom tested a first draft of this project. Primary Author: PI Guram Bezhanishvili.

- **Gödel’s Incompleteness Theorems.** Kurt Gödel (1906–1978) is widely regarded as one of the most
significant logicians of all time. His work has had enormous impact on the 20th century scientific and philosophical development. G"odel’s celebrated Incompleteness Theorems [28, 29] were a fatal blow to Hilbert’s Program, and have forever changed the foundations of mathematics. In a recent book [30] Rebecca Goldstein calls G"odel’s Incompleteness Theorems “the third leg, together with Heisenberg’s uncertainty principle and Einstein’s relativity, of that tripod of theoretical cataclysms that have been felt to force disturbances deep down in the foundations of the ‘exact sciences.’” What are these great theorems then, and what difference do they really make? We plan to address these and related questions in the project. We will develop the technique of G"odel numbers [64], and prove that in every consistent and sufficiently expressive theory there are statements that are true, but are not provable from the axioms of the theory. Consequently, we obtain that even if a theory is rich enough to express its own consistency, it will never be able to prove it! The project is designed for courses in logic, foundations of mathematics, and theoretical computer science. Primary Author: PI Guram Bezhanishvili.
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